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#### Abstract

It is shown that the generalized Poincaré and Chetayev equations, which represent the equations of motion of mechanical systems using a certain closed sjstem of infinitesimal linear operators, are related to the fundamental equations of analytical dynamics. Equations are derived in quasi-coordinates for the case of redundant variables; it is shown that when an energy integral exists the operator $X_{0}=\partial / \partial t$ satisfies the Chetayev cyclic-displacement conditions. Using the energy integral the order of the system of equations of motion is reduced, and generalized Jacobi-Whittaker equations are derived from the Chetayev equations. It is shown that the Poincars-Chetayev equations are equivalent to a number of equations of motion of non-holonomic systems, in particular, the Maggi, Volterra, Kane, and so on, equations. On the basis of these, and also of other previously obtained results, the Poincaré and Chetayev equations in redundant variables, applicable both to holonomic and non-holonomic systems, can be regarded as general equations of classical dynamics, equivalent to the well-known fundamental forms of the equations of motion, a number of which follow as special cases from the Poincaré and Chetayev equations. © 1997 Elsevier Science Ltd. All rights reserved.


Poincaré's remarkable idea [1] and Chetayev's fine theory [2-4] on the application of Lie groups to represent the equations of motion of holonomic systems have been developed in a number of papers [5-20].

Thus, equations in variations for Poincarés equations have been obtained and the existence of a principal invariant for the latter equations has been investigated in [5, 6]. The equations of motion of a system with an infinite number of degrees of freedom-a rigid body with a cavity containing a liquid, have been derived in the form of Poincaré and Chetayev equations [7]. One of the methods of constructing groups of possible displacements has been described in [8]. An extension and an application of the Chetayev cyclic displacements have been given and, in particular, an extension of Chaplygin's area theorem has been obtained, and some theorems of the interaction between the parts of a system have been established [9-11].

In a number of papers [12-14], Poincaré's equations were applied for the first time to non-holonomic systems, for which the system of operators of virtual displacements, as was shown, is not closed, whereas it is for holonomic systems. Poincaré's equations were derived by several methods for non-holonomic systems and it was shown that they are equivalent to many well-known equations, such as Appell's, Hamel's, Volterra's, Chaplygin's, Ferrers' and other equations.
In a number of papers [15-18], by means of a non-linear reversible replacement of the momenta, the Hamiltonian of the system was reduced to a form close to the Poincaré-Chetayev system. The consequences were a theorem on complete integrability, integrability on integral manifolds, and on classes of equivalence of Hamilton systems. A new method of obtaining particular solutions from familiar first integrals was proposed. For the case when the kinetic energy is independent of the coordinates, the conditions for a complete set of linear integrals to exist were established, and quadratures for these were obtained. By introducing redundant Poincaré parameters, equations of motion of non-holonomic systems were obtained for the case of stationary constraints, and expressions were derived for the reactions of the latter. Equations of the hydrodynamic type, and so on were obtained from the Poincaré-Chetayev equations.

It was proved in $[19,20]$ that the canonical Chetayev equations are the Hamilton equations in noncanonical variables. It was shown that the Lagrange and Hamilton systems of generalized equations in redundant coordinates, and also the equations in quasi-coordinates, are special cases of the Poincaré-Chetayev equations, the theory of which was thereby extended to these systems of equations. The equations of motion of non-holonomic systems were also derived in the form of Poincaré equations, which are outwardly different, but are equivalent to the equations derived in [12-14], and in the form of Chetayev equations.

## 1. HOLONOMIC SYSTEMS

### 1.1. Defining coordinates, parametrization of the constraints

Consider a mechanical holonomic system with $k$ degrees of freedom. The system position in space at any instant of time $t$ is given by the governing coordinates [4] $x_{i}(i=1, \ldots, n \geqslant k), \mathbf{r}_{v}=\mathbf{r}_{v}\left(t, x_{1}, \ldots\right.$ ., $\left.x_{n}\right)(v=1, \ldots, N)$, where $\mathbf{r}_{v}$ is the radius vector of a mass point of mass $m_{v}$. When $n=k$ the variables $x_{i}$ are independent Lagrange coordinates, and when $n>k$ they are dependent, or redundant coordinates, subject to constraints, specified by the integrable system of differential equations

$$
\begin{aligned}
& \eta_{j} \equiv a_{j i}\left(t, x_{1}, \ldots, x_{n)} \dot{x}_{i}+a_{j 0}\left(t, x_{1}, \ldots, x_{n}\right)=0, j=k+1, \ldots, n\right. \\
& \operatorname{rank}\left(a_{j i}\right)=n-k, \dot{x}_{i}=d x_{i} / d t .
\end{aligned}
$$

Everywhere summation is carried out over repeated subscripts.
The introduction of redundant coordinates is useful in some cases in order to simplify the expressions for the kinematic and dynamic quantities [21].
For symmetry and brevity we will conventionally put $t=x_{0}$

$$
\begin{equation*}
\eta_{j} \equiv a_{j i}(x) \dot{x}_{i}=0, i=0,1, \ldots n, j=k+1, \ldots, n \tag{1.1}
\end{equation*}
$$

where $x=\left(x_{0}, x_{1}, \ldots, x_{n}\right)$.
The sufficient conditions for Eqs (1.1) to be integrable, as is well known [22], have the form

$$
\begin{equation*}
\frac{\partial a_{j r}}{\partial x_{s}}=\frac{\partial a_{j s}}{\partial x_{r}}, r, s=0,1, \ldots, n ; j=k+1, \ldots, n \tag{1.2}
\end{equation*}
$$

We will complete (1.1) by the arbitrarily chosen linear forms

$$
\begin{equation*}
\eta_{s} \equiv a_{s i}(x) \dot{x}_{i}, s=0,1, \ldots, k, i=0,1, \ldots, n, \eta_{0}=1, a_{0 i}=\delta a \tag{1.3}
\end{equation*}
$$

which are linearly independent both of one another and in relation to the forms (1.1), so that det ( $a_{i j}$ ) $\neq 0(i, j=0,1, \ldots, n)$, where $\delta_{i j}$ is the Kronecker delta.
Solving Eqs (1.1) and (1.3) for $\dot{x}_{i}$, we obtain the parametric representation of the constraints

$$
\begin{equation*}
\dot{x}_{i}=b_{i s}(x) \eta_{s}, s=0,1, \ldots, k, i=0,1, \ldots, n, b_{0 s}=\delta_{0,} \tag{1.4}
\end{equation*}
$$

where $a_{s i} b_{i r}=a_{i r} b_{s i}=\delta_{s r}$

### 1.2. System of operators, Poincaré parameters

Parametrization (1.4) enables us to construct a closed system of infinitesimal linear operators

$$
\begin{equation*}
X_{s} f \equiv b_{i s} \frac{\partial f}{\partial x_{i}}, s=0,1, \ldots, k, f(x) \in C^{2} \tag{1.5}
\end{equation*}
$$

defining the virtual and real displacements of the system

$$
\begin{equation*}
\delta f=\omega_{r} X_{s} f, \quad r=1, \ldots, k, d f=\eta_{s} X_{\&} f d t, s=0,1, \ldots, k \tag{1.6}
\end{equation*}
$$

respectively, where $\omega_{r} \equiv a_{n}(x) \delta x_{i}(i=1, \ldots, n ; r=1, \ldots, k)$ and $\eta_{s}$ are the parameters of the virtual and real displacements, introduced by Poincaré [1].

The system of operators (1.5) is a closed system in the sense that its commutator (the Poisson bracket) has the form

$$
\begin{equation*}
\left[X_{r}, X_{s}\right] f \equiv X_{r} X_{s} f-X_{s} X_{s} f=c_{r s}{ }^{m} X_{m} f, m, r, s=0,1, \ldots, k \tag{1.7}
\end{equation*}
$$

where the structural coefficients

$$
\begin{equation*}
c_{r s}^{m}=\left(\frac{\partial a_{m j}}{\partial x_{i}}-\frac{\partial a_{m i}}{\partial x_{j}}\right) b_{i s} b_{j r}=a_{m j}\left(b_{i r} \frac{\partial b_{j s}}{\partial x_{i}}-b_{i s} \frac{\partial b_{i r}}{\partial x_{i}}\right), i, j=0,1, \ldots, n \tag{1.8}
\end{equation*}
$$

where $c_{r s}^{m}=-c_{s r}^{m} c_{0 s}^{0}=0(m, r, s=0,1, \ldots, k)$. The commutator is bilinear, skew-symmetric and satisfies the Jacobi identity; in turn it is first-order differential operator [4, 23].

By an appropriate choice of the auxiliary forms (1.3) we can reduce the closed system (1.5) to the Lie group, when all $c_{s r}^{m}=$ const [4]. That very case was considered by Poincaré and by Chetayev. However, in the general case of the closed system (1.5), the coefficients $c_{s r}^{m}$ will, generally speaking, be variable, and this case is not excluded further from consideration.
Note that if the forms (1.3) are integrable, like forms (1.1), conditions (1.2) are also satisfied for $j=$ $1, \ldots, k$, and functions of the form $\pi_{s}=\pi_{s}(x)$ then exist which can serve as new defining coordinates, and besides $\eta_{s}=\dot{\pi}_{s}(s=1, \ldots, k)$, and also

$$
\frac{\partial \pi_{s}}{\partial x_{i}}=\frac{\partial \eta_{s}}{\partial \dot{x}_{i}}=a_{s i}, \frac{\partial x_{i}}{\partial \pi_{s}}=\frac{\partial \dot{x}_{i}}{\partial \eta_{s}}=b_{i s}
$$

In this case, the system of operators (1.5) is an Abelian group of the functions

$$
X_{s} f \equiv b_{i s} \frac{\partial f}{\partial x_{1}}=\frac{\partial f}{\partial \pi_{s}}, s=0,1, \ldots, k ; i=0,1, \ldots, n
$$

for which all the coefficients $c_{s r}^{m}=0(m, r, s=0,1, \ldots, k)$.
If the forms (1.3) are not integrable, the quantities $\pi_{s}(x)$ as functions of time and the coordinates do not exist, but the symbols $\pi_{s}$ are reasonably introduced into consideration under the name of quasicoordinates, using the conventional notation for the quasi-velocities $\eta_{s}=\dot{\pi}_{s}$ and the differentials of the quasi-coordinates $d \pi_{s}=\eta_{s} d t$, and also for the "partial derivatives with respect to the quasi-coordinates" and for the inverse relations [21]

$$
\begin{equation*}
\frac{\partial f}{\partial \pi_{s}}=b_{i s} \frac{\partial f}{\partial x_{i}}, \frac{\partial f}{\partial x_{i}}=a_{s i} \frac{\partial f}{\partial \pi_{s}}, i=0,1, \ldots, n ; s=0,1, \ldots, k \tag{1.9}
\end{equation*}
$$

By (1.9) the operators (1.5) in this case can be represented in the form

$$
\begin{equation*}
X_{s} f=\partial f / \partial \pi_{s}, s=0,1, \ldots, k \tag{1.10}
\end{equation*}
$$

with commutator (1.7), which takes the form

$$
\left[\begin{array}{ll}
X_{r}, & X_{s}
\end{array}\right] f \equiv \frac{\partial^{2} f}{\partial \pi_{r} \partial \pi_{s}}-\frac{\partial^{2} f}{\partial \pi_{s} \partial \pi_{r}}=c_{r s}^{m} \frac{\partial f}{\partial \pi_{m}}
$$

where, in general, $c_{r s}^{m} \neq 0$.
The parameters $\eta_{i}$ and $\omega_{i}$ are linked by the following relations

$$
\begin{equation*}
d \omega_{i} / d t-\delta \eta_{i}=c_{s r}^{i} \eta_{r} \omega_{s}, \quad i, r, s=0,1, \ldots, k \tag{1.11}
\end{equation*}
$$

initially established by Poincaré for the case when $c_{o s}^{i}=0$.
Note that expression (1.11) is equivalent to that for the external derivative of the form $\omega_{i}=a_{j} \delta x_{j}$. Expressions for the coefficients $c_{r s}^{i}$ are more easily obtained from relations (1.11) than by using the general formulae (1.8) [21].

### 1.3. Poincaré's equations

Poincaré [1] and Chetayev [2,3] used the Hamilton principle to derive the equations, while Chetayev [4] also used the d'Alembert-Lagrange principle in the traditional form

$$
\begin{equation*}
\left(m_{v} \ddot{\mathbf{r}}_{v}-\mathbf{F}_{v}\right) \cdot \delta \mathbf{r}_{v}=0, v=1, \ldots, N \tag{1.12}
\end{equation*}
$$

We will use the d'Alembert-Lagrange principle in the defining coordinates [4]

$$
\begin{equation*}
\left(\frac{d}{d t} \frac{\partial L}{\partial \dot{x}_{i}}-\frac{\partial L}{\partial x_{i}}-Q_{i}\right) \delta x_{i}=0, i=1, \ldots, n \tag{1.13}
\end{equation*}
$$

when $L(t, x, \dot{x})=T(t, x, \dot{x})+U(t, x)$ is the Lagrange function, $T(t, x, \dot{x})$ is the kinetic energy, $U(t, x)$ is the force function, $x=\left(x_{1}, \ldots, x_{n}\right), \dot{x}=\left(\dot{x}_{1}, \ldots, \dot{x}_{n}\right), Q_{i}=\mathbf{F}_{v}^{* H} . \partial \mathbf{r}_{v} / \partial x_{i}$ is the generalized non-potential force.

By (1.5) and (1.6) we have

$$
\delta x_{i}=\omega_{s} X_{s} x_{i}=\omega_{s} b_{i s}, i=1, \ldots, n ; s=1, \ldots, k
$$

as a consequence of which, by virtue of the arbitrariness of $\omega_{s}$, Maggi's equations of motion [24] follow from (1.13), namely

$$
\begin{equation*}
\left(\frac{d}{d t} \frac{\partial L}{\partial \dot{x}_{i}}-\frac{\partial L}{\partial x_{i}}-Q_{i}\right) b_{i s}=0, s=1, \ldots, k \tag{1.14}
\end{equation*}
$$

Using (1.4) we can express the Lagrange function in the form of the equality $L^{*}(t, x, \eta)=L(t, x, \dot{x})$, by differentiating which and using (1.3) we obtain the relations [25]

$$
\begin{aligned}
& \frac{\partial L}{\partial \dot{x}_{i}}=\frac{\partial L^{*}}{\partial \eta_{m}} a_{m i}, \frac{\partial L}{\partial x_{i}}=\frac{\partial L^{*}}{\partial x_{i}}+\frac{\partial L^{*}}{\partial \eta_{m}}\left(\frac{\partial a_{m j}}{\partial x_{i}} b_{j r} \eta_{r}+\frac{\partial a_{m o}}{\partial x_{i}}\right), i, j=0,1, \ldots, n \\
& \frac{d}{d t} \frac{\partial L}{\partial \dot{x}_{i}}=\frac{d}{d t}\left(\frac{\partial L^{*}}{\partial \eta_{m}}\right) a_{m i}+\frac{\partial L^{*}}{\partial \eta_{m}}\left(\frac{\partial a_{m i}}{\partial x_{j}} b_{j r} \eta_{r}+\frac{\partial a_{m i}}{\partial t}\right), r=0,1, \ldots, k
\end{aligned}
$$

substitution of which into (1.14) leads to Poincaré's equations

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L^{*}}{\partial \eta_{s}}=c_{r s}^{m} \frac{\partial L^{*}}{\partial \eta_{m}} \eta_{r}+c_{0 s}^{m} \frac{\partial L^{*}}{\partial \eta_{m}}+X_{s} L^{*}+Q_{s}^{*}, m, r, s=1, \ldots, k \tag{1.15}
\end{equation*}
$$

where $Q_{s}^{*}=Q b_{i s}$. The structural coefficients

$$
\begin{align*}
& c_{r s}^{m}=\left(\frac{\partial a_{m j}}{\partial x_{i}}-\frac{\partial a_{m i}}{\partial x_{j}}\right) b_{i s} b_{j r}, i, j=1, \ldots, n \\
& c_{0 s}^{m}=\left[\left(\frac{\partial a_{m j}}{\partial x_{i}}-\frac{\partial a_{m i}}{\partial x_{j}}\right) b_{j 0}+\frac{\partial a_{m 0}}{\partial x_{i}}-\frac{\partial a_{m i}}{\partial t}\right] b_{i s} \tag{*}
\end{align*}
$$

elaborate expressions (1.8) for the explicit selection of $t=x_{0}$.
Equations (1.15) together with Eqs (1.14) form a compatible system of $k+n$ first-order differential equations of motion, each with the same number of unknowns $\eta_{1}, \ldots, \eta_{k}, x_{1}, \ldots, x_{n}$. It is noteworthy that Eqs (1.15) in redundant coordinates contain no reaction forces of the constraints (1.1) and have the same outward appearance in both independent coordinates ( $n=k$ ) and dependent coordinates ( $n>k$ ).

Poincaré's equations (1.15) contain, as special cases, the equations, first given by Poincaré [1] for the case when $n=k, X_{0}=\partial / \partial t, c_{0 i}^{s}=0, Q_{i}^{*}=0(i=s=1, \ldots, k)$, the Lagrange equations of the second kind when $n=k, \eta_{s}=\dot{x}_{s}, X_{s}=\partial / \partial x_{s}$, when all $c_{r s}^{m}=0$, and the generalized Lagrange equations [19] in redundant coordinates

$$
\frac{d}{d t} \frac{\partial L^{*}}{\partial \dot{x}_{s}}-\frac{\partial L^{*}}{\partial x_{s}}-b_{j s} \frac{\partial L^{*}}{\partial x_{j}}=Q_{s}^{*}, s=1, \ldots, k ; j=k+1, \ldots, n
$$

when the constraints are specified in the form $\dot{x}_{j}=b_{j s} \dot{x}_{s}(s=0,1, \ldots, k ; j=k+1, \ldots, n)$, and also the generalized Boltzmann [26]-Hamel [27] equations in quasi-coordinates

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L^{*}}{\partial \dot{\pi}_{s}}=c_{r s}^{m} \dot{\pi}_{r} \frac{\partial L^{*}}{\partial \dot{\pi}_{m}}+c_{0 s}^{m} \frac{\partial L^{*}}{\partial \dot{\pi}_{m}}+\frac{\partial L^{*}}{\partial \pi_{s}}+Q_{s}^{*}, m, r, s=1, \ldots, k \tag{1.16}
\end{equation*}
$$

where $L^{*}=L^{*}\left(t, x_{1}, \ldots, x_{n} ; \pi_{1}, \ldots, \dot{\pi}_{1}, \ldots, \dot{\pi}_{k}\right)$.
Equations (1.16) are a unique form of the Boltzmann equations in the case of dependent coordinates (after eliminating indefinite coefficients), and the Boltzmann-Hamel equations in the case of independent coordinates. In particular, Euler's equations of motion of a rigid body around a fixed point follow from Eqs (1.16).
Equations (1.15) and (1.4), under certain conditions, admit of certain first integrals.
If

$$
\begin{equation*}
X_{0}=\partial / \partial t, \quad c_{0 i}^{s}=0, X_{0} L^{*}=0, \quad Q_{s}^{*}=0, i, s=1, \ldots, k \tag{1.17}
\end{equation*}
$$

the following energy integral exists

$$
\frac{\partial L^{*}}{\partial \eta_{i}} \eta_{i}-L^{*}=h=\text { const, } i=1, \ldots, k
$$

which, in the general case when $L^{*}=L_{2}^{*}+L_{1}^{*}+L_{0}^{*}$, where $L_{s}^{*}$ are homogeneous forms of the variables $\eta_{i}$ of degree $s(s=0,1,2)$, take the form $L_{2}^{*}-L_{0}^{*}=h$.
Note that conditions (1.17) are satisfied if all $a_{50}=b_{i 0}=0$ in Eqs (1.3) and (1.4), while the coefficients $a_{s i}$ and $b_{i s}$ are explicitly independent of time, like the Lagrange function $L^{*}\left(x_{1}, \ldots, x_{n}, \eta_{1}, \ldots, \eta_{k}\right)$.

For the case $Q_{i}^{*}=0(i=1, \ldots, k)$ Chetayev [3, 4] introduced the idea of cyclic displacements $X_{\alpha}$ $(\alpha=l+1, \ldots, k)$, which satisfy the conditions

$$
\begin{equation*}
\text { 1) } \left.\left[X_{\alpha}, X_{s}\right]=0, s=0,1, \ldots, k, 2\right) X_{\alpha} L^{*}=0 \tag{1.18}
\end{equation*}
$$

When $Q_{s}^{*}=0$ and conditions (1.18) hold, Eqs (1.15) have the first integrals

$$
\begin{equation*}
\partial L^{*} / \partial \eta_{\alpha}=\beta_{\alpha}=\text { const, } \alpha=l+1, \ldots, k \tag{1.19}
\end{equation*}
$$

Using integrals (1.19) Chetayev constructed a generalized Routh function and showed that Poincaré's questions take the form of generalized Routh equations [3, 4] for non-cyclic displacements of $X_{s}$ ( $s=$ $1, \ldots, l$ ).
Comparing conditions (1.17) and (1.18) we see that the operator $X_{0}=\partial / \partial t$ satisfies conditions (1.18), i.e. is an operator of cyclic displacements, to which the energy integral corresponds.

Indeed, if we represent Poincarés equations in parametric form, when the time $t=x_{0}$ and the coordinates $x_{i}(i=1, \ldots, n)$ are considered as variables $x_{\alpha}(\alpha=0,1, \ldots, n)$ that are independent of one another subject to differential constraints (1.1) and specified by continuous differentiable functions of a certain parameter $\tau, x_{\alpha}=x_{\alpha}(\tau)$, the energy integral of the Poincaré parametric equations with Lagrangian [28] $L^{*}\left(x_{i}, \eta_{s}\right) x_{0}^{\prime}, x_{0}^{\prime}=d t / d \tau$ will correspond to the variable $x_{0}$.
Using the energy integral we can reduce the order of the system of equations by determining from the integral the variable

$$
x_{0}^{\prime}=t^{\prime}=\varphi\left(x_{i}, \eta_{s}, h\right)
$$

and constructing the Routh function

$$
\begin{equation*}
R\left(x_{i}, \eta_{s}, h\right)=L^{*} x_{0}^{\prime}-\left(L^{*}-\frac{\partial L^{*}}{\partial \eta_{s}} \eta_{s}\right) x_{0}^{\prime}=\frac{\partial L^{*}}{\partial \eta_{s}} \eta_{s} x_{o}^{\prime} \tag{1.20}
\end{equation*}
$$

on the right-hand side of which the variable $x_{0}^{\prime}$ is replaced by the function $\varphi\left(x_{i}, \eta_{s}, h\right)$. The parametric Routh equations with $\tau=t$ take the form of Poincaré's equations (1.15) in which all $c_{0 s}^{m}=0$, $Q_{s}^{*}=0$.

If we take one of the quantities $\pi_{s}$, say $\pi_{1}$, as the parameter $\tau$, we can obtain from the energy integral

$$
\eta_{1}=\pi_{1}=1 / t^{\prime}=\psi\left(x_{i}, \eta_{r}^{\prime}, h\right), r=2, \ldots, k
$$

where $\eta_{r}^{\prime}=d \pi_{r} / d \pi_{1}=\eta_{r} / \eta_{1}, t^{\prime}=d t / d \pi_{1}=1 / \eta_{1}$ and, substituting into (1.20), we obtain the new Routh function

$$
\begin{equation*}
R^{\prime}\left(x_{i}, \eta_{r}^{\prime}, h\right)=\frac{\partial L^{*}}{\partial \eta_{s}} \frac{\eta_{s}}{\eta_{1}} \tag{1.21}
\end{equation*}
$$

It is easy to show [25], that the following equalities hold

$$
\frac{\partial R^{\prime}}{\partial \eta_{r}^{\prime}}=\frac{\partial L^{*}}{\partial \eta_{r}}, \frac{\partial R^{\prime}}{\partial x_{i}}=\frac{1}{\eta_{1}} \frac{\partial L^{*}}{\partial x_{i}}, i=1, \ldots, n ; r=2, \ldots, k
$$

substituting which into (1.16) for $s=2, \ldots, k$ and all $c_{0 s}^{m}=Q_{s}^{*}=0$, we obtain the generalized Jacobi [29]-Whittaker [25] equations in quasi-coordinates

$$
\begin{equation*}
\frac{d}{d \pi_{1}} \frac{\partial R^{*}}{\partial \eta_{s}^{\prime}}=c_{r s}^{m} \eta_{r}^{\prime} \frac{\partial R^{\prime}}{\partial \eta_{m}^{\prime}}+\frac{\partial R}{\partial \pi_{s}}, s=2, \ldots, k \tag{1.22}
\end{equation*}
$$

If we put $\eta_{1}=\dot{x}_{1}$ in (1.3) (then [26] $c_{r s}^{1}=0$ ), Eqs (1.22) take the form

$$
\begin{equation*}
\frac{d}{d x_{1}} \frac{\partial R^{\prime}}{\partial \eta_{s}^{\prime}}=c_{r s}^{m} \eta_{r}^{\prime} \frac{\partial R^{\prime}}{\partial \eta_{m}^{\prime}}+\frac{\partial R^{\prime}}{\partial \pi_{s}^{\prime}}, m, r, s=2, \ldots, k \tag{1.23}
\end{equation*}
$$

As pointed out in Section 1.2, when Eqs (1.3) are integrable the variables $\pi_{s}$ can serve as new defining coordinates. Then $c_{r s}^{m}=0$ and Eqs (1.23) take the form of the Jacobi-Whittaker equations.

Equations (1.23) need to be investigated in the general case together with the constraint equations (1.4), written in the following form

$$
\begin{equation*}
x^{\prime}=b_{i s} \eta_{s, i}^{\prime} i=2, \ldots, n ; s=2, \ldots, k \tag{1.24}
\end{equation*}
$$

Equations (1.23) and (1.24) can be regarded as the equations of motion of a new dynamical system with $k-1$ degrees of freedom, for which $R^{\prime}$ is the kinetic potential, $\eta_{r}$ are the parameters of the real displacements, while $x_{1}$ plays the part of time as an independent variable. The dependence of $x_{1}$ on the time $t$ is established by quadrature [25].

### 1.4. The canonical Chetayev equations

Chetayev [3, 4] converted Poincaré's equations to canonical form by introducing, instead of $\eta_{s}$ and $L^{*}(t, x, \eta)$, new variables $y_{s}$ and function $H^{*}(t, x, y)$, defined by the equations

$$
\begin{equation*}
y_{s}=\frac{\partial L^{*}}{\partial \eta_{s}}, s=1, \ldots, k, H^{*}(t, x, y)=y_{s} \eta_{s}-L^{*}(t, x, \eta) \tag{1.25}
\end{equation*}
$$

which yield the following equations

$$
\begin{equation*}
X_{s} H^{*}=-X_{s} L^{*}, \eta_{s}=\frac{\partial H^{*}}{\partial y_{s}}, s=1, \ldots, k \tag{1.26}
\end{equation*}
$$

Transformation (1.25) is a Legendre transformation, if we take into account the fact that $\left\|\partial^{2} L^{*} \partial \eta_{,} \partial \eta_{s}\right\|$ $\neq 0,(r, s=1, \ldots, k)$. Since

$$
y_{s}=\frac{\partial L^{*}}{\partial \eta_{s}}=\frac{\partial L}{\partial \dot{x}_{i}} \frac{\partial \dot{x}_{i}}{\partial \eta_{s}}=p_{i} b_{i s}, \quad \eta_{s}=a_{s j} \dot{x}_{j}, \quad p_{i}=\frac{\partial L}{\partial \dot{x}_{i}}
$$

it is obvious that the following equality holds

$$
H^{*}(t, x, y)=p_{i} b_{i} a_{s j} \dot{x}_{j}-L(t, x, x)=H(t, x, p)
$$

(the formula $a_{s} b_{i s}=\delta_{i}$ is taken into account).
Substituting (1.25) and (1.26) into Poincare's equations (1.15) yields the canonical Chetayev equations

$$
\begin{equation*}
\frac{d y_{s}}{d t}=c_{r s}^{m} \frac{\partial H^{*}}{\partial y_{r}} y_{m}+c_{o s}^{m} y_{m}-X_{s} H^{*}+Q_{s}^{*}, \eta_{s}=\frac{\partial H^{*}}{\partial y_{s}}, \quad m, r, s=1, \ldots, k \tag{1.27}
\end{equation*}
$$

These equations need to be investigated in the general case together with Eqs (1.4), by means of which the second group of equations (1.27) can be given another form [4]

$$
\begin{equation*}
\frac{d x_{i}}{d t}=X_{o} x_{i}+\frac{\partial H^{*}}{\partial y_{s}} X_{s} x_{i}, i=1, \ldots, n \tag{1.28}
\end{equation*}
$$

Note that, like Eqs (1.15), the first group of equations (1.27) can be derived directly from Eqs (1.14), rewritten in the form

$$
\left(\frac{d p_{i}}{d t}+\frac{\partial H}{\partial x_{i}}-Q_{i}\right) b_{i s}=0, s=1, \ldots, k
$$

(equations of the form (1.26) are taken into account).
Chetayev's equations (1.27) contain the following as special cases.

1. The canonical Hamilton equations, when the variables $x_{i}$ are independent Lagrange coordinates ( $n=k$ ), while the group (1.5) is reduced to commutation transformations, where the Lagrange generalized velocities $\eta_{i}=\dot{x}_{i}$ are taken as the parameters of the real displacements, the variables $x_{i}, p_{i}$ will be canonical coordinates, while $H(t, x, p)$ is the classical Hamilton function.
2. The generalized Hamilton equations in redundant coordinates [19]

$$
\frac{d y_{s}}{d t}=-\frac{\partial H^{*}}{\partial x_{s}}-b_{j s} \frac{\partial H^{*}}{\partial x_{j}}+Q_{s}^{*}, \frac{d x_{s}}{d t}=\frac{\partial H^{*}}{\partial y_{s}}, s=1, \ldots, k ; j=k+1, \ldots, n
$$

3. The canonical Boltzmann-Hamel equations in quasi-coordinates [19]

$$
\frac{d y_{s}}{d t}=c_{r s}^{m} \frac{\partial H^{*}}{\partial y_{r}} y_{m}+c_{o s}^{m} y_{m}-\frac{\partial H^{*}}{\partial \pi_{s}}+Q_{s}^{*}, \frac{d \pi_{s}}{d t}=\frac{\partial H^{*}}{\partial y_{s}}
$$

For Eqs (1.27) with $Q_{s}=0$ the generalized Jacobi and Poisson theorems hold [2-4] (the latter under certain additional conditions).
When $X_{0}=\partial / \partial t, c_{0 i}^{s}=0, X_{0} H^{*}=0, Q_{s}^{*}=0(i, s=1, \ldots, k)$, equivalent to conditions (1.17), Eqs (1.27) have the energy integral

$$
H^{*}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{k}\right)=\text { const }
$$

equivalent to the energy integral of Eqs (1.15).
When the cyclic displacements $X_{\alpha}(\alpha=l+1, \ldots, k)$ exist under conditions (1.18), Eqs (1.27) with $Q_{s}^{*}=0$ will allow of the integrals

$$
y_{a}=\beta_{a}=\text { const }, \alpha=l+1, \ldots, k
$$

similar to integrals (1.19) of Eqs (1.15). For non-cyclic displacements $X_{i}$ Eqs (1.27) take the form of the equations

$$
\begin{gather*}
\frac{d y_{i}}{d t}=c_{n}^{s} \frac{\partial H^{*}}{\partial y_{r}} y_{s}+c_{i}^{\alpha} \frac{\partial H^{*}}{\partial y_{r}} \beta_{\alpha}+c_{0 i}^{\alpha} \beta_{\alpha}-X_{i} H^{*}+Q_{i}^{*}, \quad \eta_{i}=\frac{\partial H^{*}}{\partial y_{i}}  \tag{1.29}\\
i, r, s=1, \ldots, l ; \alpha=l+1, \ldots, k
\end{gather*}
$$

equivalent to the generalized Routh equations [3, 4], where $H^{*}=H^{*}\left(t, x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{l}, \beta_{l+1}\right.$, $\ldots, \beta_{k}$ ). After integrating Eqs (1.29) the variables $\eta_{\alpha}$ are defined by the equations $\eta_{\alpha}=\partial H^{*} / \partial \beta_{\alpha}(\alpha$ $=l+1, \ldots, k)$.

Using the energy integral we can reduce Chetayev's equations by two orders. In fact, suppose the integral $H^{*}\left(x_{i}, y_{s}\right)+h=0$ is solvable with respect to the variable $y_{1}$, so that

$$
y_{1}+K\left(x_{1}, \ldots, x_{n}, y_{2}, \ldots, y_{k}, h\right)=0
$$

Consider the Legendre transformation for Eqs (1.22) and (1.23)

$$
y_{r}^{\prime}=\partial R^{\prime} / \partial \eta_{r}^{\prime}, \quad K\left(x, y_{r}^{\prime}, h\right)=y_{r}^{\prime} \eta_{r}^{\prime}-R^{\prime}\left(x, \eta_{s}^{\prime}, h\right), r=2, \ldots, k
$$

which yields the equations $X_{r} K=-X_{r} R^{\prime}, \eta_{r}^{\prime}=\partial K / \partial y_{r}^{\prime}$.
Taking these equations into account, Eqs (1.22) can be written in the form of the generalized Whittaker equations [25]

$$
\begin{equation*}
\frac{d y_{s}^{\prime}}{d \pi_{1}}=c_{r s}^{m} \frac{\partial K}{\partial y_{r}^{\prime}} y_{m}^{\prime}-\frac{\partial K}{\partial \pi_{s}}, m, r, s=2, \ldots, k, \frac{d t}{d \pi_{1}}=\frac{\partial K}{\partial h}, \frac{d h}{d \pi_{1}}=0 \tag{1.30}
\end{equation*}
$$

and also Eqs (1.23)

$$
\begin{equation*}
\frac{d y_{s}^{\prime}}{d x_{1}}=c_{r s}^{m} \frac{\partial K}{\partial y_{r}^{\prime}} y_{m}^{\prime}-\frac{\partial K}{\partial \pi_{s}}, m, r, s=2, \ldots, k, \frac{d t}{d x_{1}}=\frac{\partial K}{\partial h}, \frac{d h}{d x_{1}}=0 \tag{1.31}
\end{equation*}
$$

The last pairs of equations (1.30) and (1.31) can be separated from the remaining equations since the first $2(k-1)$ equations do not contain $t$, while $h=$ const. Hence, the first $2(k-1)$ equations of (1.30) or (1.31) can be regarded as the equations of motion of the reduced system with $k-1$ degrees of freedom [25].

## 2. NON-HOLONOMIC SYSTEMS

### 2.1. Poincaré's and Chetayev's equations for non-holonomic systems

Poincaré's equations, like the Boltzmann-Hamel equations in quasi-coordinates, are used to describe both holonomic and non-holonomic systems. This problem has already been investigated in [12-15], as well as in [19], where Chetayev's equations were also considered in this sense.
We must, however, emphasize, that the system of operators of virtual displacements for non-holonomic systems is not closed [14, 15], as a result of which one must use operators of the corresponding holonomic system, obtained from the non-holonomic system considered by mentally discarding non-integrable constraints.
When considering non-holonomic systems, and also the Boltzmann-Hamel equations, the case when there were no integrable constraints was considered in [19]. Here, we will consider the general case of a non-holonomic system in redundant coordinates, subject to integrable constraints

$$
\begin{equation*}
\eta_{j} \equiv a_{j i}(x) \dot{x}_{i}=0, \operatorname{rank}\left(a_{i j}\right)=n-k, i=0,1, \ldots, n ; j=k+1, \ldots, n \tag{2.1}
\end{equation*}
$$

and non-integrable constraints

$$
\begin{equation*}
\eta_{\alpha} \equiv a_{\alpha i}(x) \dot{x}_{i}=0, \operatorname{rank}\left(a_{\alpha i}\right)=\mathrm{k}-1, \alpha=l+1, \ldots, k \tag{2.2}
\end{equation*}
$$

We will arbitrarily choose linear differential forms

$$
\begin{equation*}
\eta_{s} \equiv a_{s i}(x) \dot{x}_{i}, \mathrm{~s}=0,1, \ldots, l ; a_{0 i}=\delta_{o i} \tag{2.3}
\end{equation*}
$$

independent of one another, and also with forms (2.1) and (2.2), $\operatorname{det}\left(a_{i j}\right) \neq 0(i, j=0,1, \ldots, n)$. In particular, we can take the generalized velocities $\dot{x}_{s}$ as the quantities $\eta_{s},(s=1, \ldots, l)$.
Solution of forms (2.1)-(2.3) leads to the equations

$$
\begin{equation*}
\dot{x}_{i}=b_{i s}(x) \eta_{s}, i=0,1, \ldots, n, s=0,1, \ldots, l ; b_{i 0}=\delta_{i 0} \tag{2.4}
\end{equation*}
$$

For the corresponding holonomic system, obtained by mentally discarding the non-integrable constraints (2.2) considered, i.e. assuming $\eta_{\alpha} \neq 0(a=l+1, \ldots, k)$, instead of (2.4) we obtain the equations

$$
\dot{x}_{i}=b_{i s}(x) \eta_{s}, i=0,1, \ldots, n ; s=0,1, \ldots, k
$$

and we construct the closed system of operators (1.5).
Since the parameters of the virtual displacements $\omega_{\alpha}=0$ when the constraints (2.2) are present, from the d'Alembert-Lagrange principle (1.13) we derive the equations of motion of a non-holonomic system
of the form (1.15)

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L^{*}}{\partial \eta_{s}}=c_{r s}^{m} \eta_{r} \frac{\partial L}{\partial \eta_{m}}+c_{o s}^{m} \frac{\partial L^{*}}{\partial \eta_{m}}+X_{s} L^{*}+Q_{s}^{*}, r, s=1, \ldots, l ; m=1, \ldots, k \tag{2.5}
\end{equation*}
$$

the number of which is less than the number of equations (1.15) by $k-1$. The structural coefficients $c_{r}$, as previously, are given by formulae (1.18) in which, however, the subscripts $r, s=0,1, \ldots, l$. Note that Eqs (2.5) have the same outward appearance as Eqs (5.3) [19] in independent coordinates. We must add the constraint equations (2.4) to Eqs (2.5), as a result of which we obtain a compatible system of $l+n$ equations of motion with the same number of unknowns $x_{1}, \ldots, x_{n}, \eta_{1}, \ldots, \eta_{l}$.
Note that the function $L^{*}(t, x, \eta)$, which occurs in Eqs (2.5), constructed for the corresponding holonomic system, may, in general, depend on all the parameters $\eta_{r}(r=1, \ldots, k)$, as a consequence of which the constraint equations $\eta_{\alpha}=0(\alpha=l+1, \ldots, k)$ need only be taken into account after setting up Eqs (2.5) [27, 21, 30].
Note that Eqs (2.5), when $Q_{s}^{*}=0$, are equivalent to Eqs (3.14) [12] and (1.13) [13], but are outwardly somewhat simpler due to the choice of the parameters $\eta_{\alpha}$, which vanish by virtue of the equations of the non-integrable constraints (2.2).
For the cases when the generalized velocities $\dot{x}_{s}=\eta_{s}(s=0,1, \ldots, l)$ are taken as the parameters $\eta_{s}(2.3)$, i.e. when $a_{s i}=\delta_{s i}(i=1, \ldots, n)$, all the structural coefficients [26] $c_{r s}^{m}=0$ for $m \leqslant l$, and Eqs (2.5) take the form

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L^{"}}{\partial \dot{x}_{s}}=c_{r s}^{m} \frac{\partial L^{*}}{\partial \eta_{m}} \dot{x}_{r}+c_{o s}^{m} \frac{\partial L^{*}}{\partial \eta_{m}}+X_{s} L^{*}+Q_{s}^{*} r, s=1, \ldots, l, \quad m=l+1, \ldots, k \tag{2.6}
\end{equation*}
$$

where $L^{*}=L^{*}\left(t, x_{1}, \ldots, x_{n}, \dot{x}_{1}, \ldots, \dot{x}_{l}, \eta_{l+1}, \ldots, \eta_{k}\right)$.
If in the functions $L^{*}(t, x, \eta)$ in Eqs (2.5) we replace the kinetic energy $T^{*}\left(t, x, \eta_{1}, \ldots, \eta_{k}\right)$ of the corresponding holonomic system by the kinetic energy $\Theta\left(t, x, \eta_{1}, \ldots, \eta_{l}\right)$ of the non-holonomic system with constraints (2.2), Eqs (2.5) take the form of Eqs (5.5) [19]

$$
\begin{align*}
& \frac{d}{d t} \frac{\partial \theta}{\partial \eta_{s}}=\left(c_{r s}^{m} \eta_{r}+c_{o s}^{m}\right) \frac{\partial \theta}{\partial \eta_{m}}+\left(c_{r s}^{p} \eta_{r}+c_{o s}^{p}\right)\left(\frac{\partial T^{*}}{\partial \eta_{p}}\right)+X_{s}(\theta+U)+Q_{s}^{*}  \tag{2.7}\\
& m, r, s=1, \ldots, l ; p=l+1, \ldots, k
\end{align*}
$$

where $\left(\partial T^{*} / \partial \eta_{p}\right)$ denote the expressions $\partial T^{*} / \partial \eta_{p}$ with $\eta_{s}=0(p, s=1+1, \ldots, k)$.
Using the Legendre transformation (1.25) of Eq. (2.5), the motions of the non-holonomic system can be written in the form of Chetayev's canonical equations

$$
\begin{align*}
& \frac{d y_{s}}{d t}=c_{r s}^{m} \frac{\partial H^{*}}{\partial y_{r}} y_{m}+c_{o s}^{m} y_{m}-X_{s} H^{*}+Q_{s}^{*}, \eta_{s}=\frac{\partial H^{*}}{\partial y_{s}}  \tag{2.8}\\
& r, s=1, \ldots, l ; m=1, \ldots, k
\end{align*}
$$

to which we must add the constraint equations (2.2) and relations (2.4), rewritten in the form

$$
\begin{equation*}
\frac{\partial H^{*}}{\partial y_{\alpha}}=0, \alpha=l+1, \ldots, k ; \frac{d x_{i}}{d t}=b_{i j} \frac{\partial H^{*}}{\partial y_{j}}, i=1, \ldots, n ; j=0,1, \ldots, l \tag{2.9}
\end{equation*}
$$

Equations (2.8) and (2.9) form a complete system of $n+k+1$ equations with the same number of unknowns $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{k}, \eta_{1}, \ldots, \eta_{l}$. Equations (2.8) and (2.9) with $n=k$ take the form of Eqs (7.17)-(7.19) of [30].

The canonical equations of motion of non-holonomic systems, equivalent to Eqs (2.7), have the form

$$
\begin{align*}
& \frac{d y_{s}}{d t}=\left(c_{r s}^{m} \frac{\partial H^{*}}{\partial y_{r}}+c_{o s}^{m}\right) y_{m}+\left(c_{r s}^{p} \frac{\partial H^{*}}{\partial y_{r}}+c_{o s}^{p}\right)\left(\frac{\partial T^{*}}{\partial \eta_{p}}\right)-X_{s} H^{*}+Q_{s}  \tag{2.10}\\
& \eta_{s}=\partial H^{*} / \partial y_{s}, m, r, s=1, \ldots, l ; p=l+1, \ldots, k
\end{align*}
$$

where $H^{*}=y_{s} \eta_{s}-\theta-U$.
2.2. The equivalence of Poincaré's and Chetayev's equations to different forms of the equations of motion

Previously [12-14] it was shown by direct calculations that Poincarés equations of motion of nonholonomic systems are equivalent to Chaplygin's, Appell's, Hamel's, Volterra's, Ferrers' and certain other equations. The equivalence of the equations in quasi-coordinates to Appell's equations, and also to Chaplygin's equations was proved in [30] by deriving these groups of equations from the d'Alembert-Lagrange principle. The Voronets equations were derived from Poincare's equations (5.6) in [19].

We will show that Poincaré's equations are equivalent to certain other forms of equations of motion of non-holonomic systems.
In Section 1.3 Poincaré's equations were derived from Maggi's equations [24] (1.14). Similarly, Eqs (2.5) are equivalent to Eqs (1.14) when (2.2) is taken into account.

As Maggi showed [24], both Appell's equations and Volterra's equations follow from his equations.
Maggi considered a mechanical system with coordinates $x_{i}(i=1, \ldots, n)$ subject to $m$ linear constraints, which can be both holonomic and non-holonomic, and explicitly dependent or independent of time. By solving the constraint equations for $\dot{x}_{i}$, he presented them in the form (2.4), referring to the quantities $\eta_{s}$ (in his notation$e_{s}$ ) as the characteristics of the motion of the system considered, where $b_{i s}=\partial \dot{x}_{i} / \partial \eta_{s}=\partial \dot{x}_{i} / \partial \dot{\eta}_{s}(s=1, \ldots, l=n$ $-m$ ). Proceeding to the derivation of Volterra's equations, Maggi converted his equations of the form (1.14) (in which the kinetic energy $T$ occurs instead of $L$, while $Q$ denotes all the active forces applied to the system) to the form

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial T}{\partial \eta_{r}}=\frac{d b_{i r}}{d t} \frac{\partial T}{\partial \dot{x}_{i}}+b_{i r} \frac{\partial T}{\partial x_{i}}+P_{r}, r=1, \ldots, l ; P_{r}=Q_{i} b_{i r} \tag{2.11}
\end{equation*}
$$

Volterra [31] considered a system with $N$ point masses, the velocities of which in a Cartesian system of coordinates are related to the characteristics of the motion by relations of the form (2.4)

$$
x_{i}=b_{i s} \eta_{s}, i=1, \ldots, 3 N, s=1, \ldots, l
$$

where $b_{i s}=b_{i s}\left(x_{1}, \ldots, x_{3 N}\right)$. Here Maggi's equations (2.11) take the form of Volterra's equations [31]

$$
\begin{align*}
& \frac{d}{d t} \frac{\partial T}{\partial \eta_{r}}=c_{r s}^{(k)} \eta_{k} \eta_{r}+P_{r}, k, r, s=1, \ldots, l  \tag{2.12}\\
& \left(c_{r s}^{(k)}=m_{i} b_{i k} \frac{\partial b_{i r}}{\partial x_{j}} b_{j s} ; m_{i}=m_{i+1}=m_{i+2} ; i, j=1, \ldots, 3 N\right)
\end{align*}
$$

where $T\left(x_{1}, \ldots, x_{3 N}, \eta_{1}, \ldots, \eta_{l}\right)$ is the kinetic energy.
Without giving Maggi's derivation of Appell's equations from Eqs (1.14) here we note that they are simpler to derive directly from Eq. (1.12). Differentiating Eqs (2.4) with respect to time we have $\dot{x}_{i}=b_{i s}(x) \dot{\eta}_{s}+\ldots$, where the dots denote terms not containing $\dot{\eta}_{s}$. Hence we find that $\partial \dot{x}_{i} / \partial \dot{\eta}_{s}=b_{i s}$, as a result of which, from (1.12), we obtain Appell's equations

$$
\begin{equation*}
\partial S / \partial \dot{m}_{s}=\Pi_{s}, s=1, \ldots, l \tag{2.13}
\end{equation*}
$$

where $S=m_{v} \dot{r}_{v}^{2} / 2$ is the energy of the accelerations and $\Pi_{s}=F_{v} \cdot \mathbf{b}_{s v}$ is the generalized force referred to the quasicoordinate $\pi_{5}$ [30].
We will show, finally, that Kane's equations are equivalent to Poincare's equations. By (1.6) $\delta r_{v}=\omega_{s} X_{s} r_{v}(v=$ $1, \ldots, N, s=1, \ldots, l$. Substituting these expressions into (1.12) we obtain the equations of motion in the form

$$
\begin{equation*}
m_{v} \ddot{\mathbf{r}}_{v} \cdot X_{s} \mathbf{r}_{v}=\mathbf{F}_{v} \cdot X_{s} \mathbf{r}_{v}, s=1, \ldots, l \tag{2.14}
\end{equation*}
$$

For a system with Lagrangian coordinates $q_{i}$ subject to non-integrable constraints

$$
\dot{q}_{j}=b_{j s}(t, q) \dot{q}_{s}+b_{j}(t, q), j=l+1, \ldots, n ; s=1, \ldots, l
$$

and operators (1.5) of the form

$$
X_{s} f=\frac{\partial f}{\partial q_{s}}+b_{j s} \frac{\partial f}{\partial q_{j}}
$$

Eqs (2.14) are identical with Kane's equations [32, Eqs (19)]

$$
K_{q_{s}}+K_{q_{s}}^{\prime}=0, s=1, \ldots, l
$$

which, consequently, are equivalent to Eqs (2.5).
This research was carried out with financial support from the Russian Foundation for Basic Research (96-01-00261) and the International Association for Promoting Co-operation with Scientists from the Independent States of the former Soviet Union (INTAS 93-1621).

## REFERENCES

1. POINCARÉ H., Sur une forme nouvelle des equations de la meanique. C. R. Acad. Sci Paris 132, 369-371, 1901.
2. CETAJEV N., Sur les équations de Poincaré. Dokl. Akad. Nauk SSSR 7, 103-104, 1928.
3. CHETAYEV N. G., On Poincare's equations. Prikl. Mat. Mekh. 5, 2, 253-262, 1941.
4. CHETAYEV N. G., Poincaré's equations. In Theoretical Mechanics, Nauka, Moscow, 287-322, 1987.
5. SHUROVA K. Ye., A variation of Poincare's equations. Prikl. Mat. Mekh. 17, 1, 123-124, 1953; 18, 3, $384,1954$.
6. SHUROVA K. Ye., The principal invariant of equations in variations. Vestnik MGU. Ser. Mat. Mekh. Astron. Fiz. 3, 47-49, 1958.
7. RUMYANTSEV V. V., The equations of motion of a rigid body with a cavity filled with liquid. Prikl. Mat. Mekh. 19, 1, 3-12, 1955.
8. AMINOV M. Sh., The construction of groups of possible displacements. In Proceedings of the Interuniversity Conference on the Applied Theory of Motion Stability and Analytical Mechanics, 21-30. Kaz. Aviats. Inst., Kazan', 21-30, 1962.
9. BOGOYAVLENSKII A. A., Cyclic displacements for the generalized area integral. Prikl. Mat. Mekh. 25, 4, 774-777, 1961.
10. BOGOYAVLENSKII A. A., Theorems of the interaction between the parts of a mechanical system. Prikl. Mat. Mekh. 30, 1, 203-208, 1966.
11. BOGOYAVLENSKII A. A., The properties of possible displacements for theorems of the interaction between the parts of a mechanical system. Prikl. Mat. Mekh. 31, 2, 377-384, 1967.
12. FAM GUEN, On the equations of motion of non-holonomic mechanical systems in Poincaré-Chetayev variables. Prikl. Mat. Mekh. 31, 2, 253-259, 1967.
13. FAM GUEN, On the equations of motion of non-holonomic mechanical systems in Poincaré-Chetayev variables. Prikl. Mat. Mekh. 32, 5, 804-814, 1968.
14. FAM GUEN, One form of the equations of motion of mechanical systems. Prikl. Mat. Mekh. 33, 3, 397-402, 1969.
15. MARKHASHOV L. M., On the Poincaré and Poincaré-Chetayev equations. Prikl. Mat. Mekh. 49, 1, 43-55, 1985.
16. MARKHASHOV L. M., A generalization of the canonical form of Poincare's equations. Prikl. Mat. Mekh. 51, 1, 157-160, 1987.
17. MARKHASHOV L.. M., On a remark of Poincaré. Prikl. Mat. Mekh. 51, 5, 724-734, 1987.
18. MARKHASHOV L. M., Particular solutions of the equations of motion and their stability. Izv. Akad. Nauk SSSR. MTT 6, 26-32, 1987.
19. RUMYANTSEV V. V., On the Poincaré-Chetayev equations. Prikl. Mat. Mekh. 58, 3, 3-16, 1994.
20. RUMYANTSEV V. V., On the Poincaré-Chetayev equations. Dokl. Ross. Akad. Nauk 338, 1, 51-53, 1994.
21. LUR'YE A. I., Anaiytical Mechanics. Fizmatgiz, Moscow, 1961.
22. DE LA VALLÉ-POUSSIN Ch.-J., Course d'Analyse Infinitésimale, Vol. 2. Gauthier-Villars, Paris, 1914.
23. ARNOL'D V. M., Mathematical Methods of Classical Mechanics. Nauka, Moscow, 1989.
24. MAGGI G. A., Da alcune nuove forma della equazioni della dinamica applicabile ai sistemi anolonomi. Atti della Reale Accad. Naz. dei Lincei. Rend. Cl. fis. e. Math. Ser. 5. 10, 2, 298-291, 1901.
25. WHITTAKER E. T., A Treatise on Analytical Dynamics of Particles and Rigid Bodies. Cambridge University Press, Cambridge, 1927.
26. BOLTZMANN L., Uber die Form der Lagrange'schen Gleichungen for nicht holonome, generalisierte Koordinaten. Sitzungsb. der Wiener Akad. der- Wissenschaften. Math.-Naturwiss. 140, 1-2, 1603-1614, 1902.
27. HAMEL G., Die Lagrange-Eulerschen G leichungen der Mechanik. Z. Math. und Phys. 50, 1-57, 1904.
28. RUMYANTSEV V. V., Parametric examination of dynamical nonholonomic systems and two problems of dynamics. Differential equations: Qualitative Theory 2nd Colloq. North-Holland, Amsterdam, 2, 833-919, 1987.
29. JACOBI C. G. J., Vorlesungen über Dynamik. G. Reimer, Berlin, 1884.
30. NEIMARK Yu. I. and FUFAYEV N. A., Dynamics of Non-holonomic Systems. Nauka, Moscow, 1967.
31. VOLTERRA V., Sopra une classe di equazioni dinamiche. Atti della R. Accad. Delle Sci. di Torino 33, 451-475, 1897.
32. KANE T. R., Dynamics of nonholomonic systems. Trans. ASME. Ser. E. J. Appl. Mech. 28, 4, 574-578, 1961.
